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ASSUIVIPTIONS

1\] | You agree that writing well is

Important.

You (can) write grammatically
l | correct sentences.

e Occasional mistakes are ok.

You have good research to
write about.
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Set & Manage your Reader’s

ExPe,aJcaﬁons

Anticipate what your reader is thinking, and guide it!



EXAI\/I PLE

O

/\l\o “Our data reveal that, contrary to. Tom Smith’s
assumption (4), the pinhole corrosion

byproducts do migrate to form part of the top
layer material.”

w
&

The next sentence is

likely to talk about

Example taken from Lebrun [2]




WHAT ABOUT THIS?
1\@ “Our data reveal that the pinhole corrosion
J byproducts migrate to become part of the

top layer material. These findings
contradict Tom Smith’s assumption (4).”

The next sentence is

likely to talk about

-
)

Example taken from Lebrun [2]




Your words create expectations in the reader’s mind P

Dash
expectations

e Frustrated reader




RELATED WORK



ANNOTATED GOOGLE LISTING

S.J. Shephera was the first to investigate on Continuous
Keystroke Authentication [1] using mean and the standa rd

. dev]a‘tion of Held Times and Inter ’:’\/T]HJES, Villani utz)ly

conducted studies on Keystroke Biometric in Long-Text input
under A \pplication-Oriented conditions [7]. Keystroke Analysis

of Different Languages was conducted by Gunetti et al., [8]
which emphasis that Keystrokes can be used as a Biometricin ©

a Language independent setting.

Example taken from Janakiraman and Sim [3]



JIVIPARE AND CONTRAST

e
In our literature search, we note that S.J. S'rler)'mer d [1] was

the first to explore using Keystroke J\/rurm CS Ur

U

perhaps t

O
(>

continuous authentication, using the rate of typing. J'n"

/s m authenticated the user based only on the mean and

-nJJrJ deviation of the Held Times and the Interkey Times,

. Although it worked for a

user population of four, the accuracy of the system is likely to

decrease as the number of users increase. There is no
guarantee that these features are sufficiently discriminative.

Indeed, our experiments conducted with a larger pool of 22

users confirm this.

Example taken from Janakiraman and Sim [3]



USE A TABLE

Table 2.2: A comparison of methods: tlash & no-flash, multiple flash, and our selective re-flashing approach.

Flash and No-flash

Multiple Flash

Our Method

Input

A flashimage and an ambient
image

Multiple flash images with
known flash intensity

Two tlashimages, only the ra-
tio of two flash intensity is re-
quired

Static scene

Strongly dependent

Strongly dependent

Weakly dependent

e Joint bilateral filter: trans-
ferring texture or color from
flash to ambient

e Gradient projection: remove
reflection or hot spots

e Linear model: recovering
and re-rendering the ambient
image

e Gradient decomposition: re-
covering the ambient and
flash-only image, selective re-
flashing

Trade-off

Parameter setting

Calibration

Calibration

Artifacts  han-

dling

e Shadows, specularities, and
reflections are detected and
removed using different ad
hoc methods.

¢ Shadows and interreflec-
tion can be well separated.

e Specularities are removed
using two tlashes.

and inter-
naturally
selectively

e Shadows
refelction  are
separated and
suppressed.

e Specularities can be effec-
tively detected and removed
based on visual cues from
two flash images.

Visual quality

¢ Enhancing the image qual-
ity by fusing ambient and
flash images, or removing
flash artifacts.

e The final resultis largely de-
pendent on the visual quality
of captured ambient image.

e Re-rendering various ef-
tects.

e But recovering is sensitive
to noise.

e Recovering the ambient and
flash-only images with high
visual quality.

¢ Allowing user to selectively
re-flash or keep the ambiance
of desired regions.

Example taken from Xiaopeng Zhang [4]




CATEGORIZE BY'PROBLEM TYPE, NOT BY
METHODS

—___ Input Single Other
Blur Type Image Medahhes

Motion 2D Motion [24, 68, 10, 13, 62, 43, . [11, 12, 57,
blurmng 41, 42 61, 8, 3, 17, 49, 48, 35, 16, 36,
S0, 63, 51, 47, 37, 3§, 20,69, 34]

67,20, 14, 54, 19]

[11, 12, 57,
48, 35, 16, 36,
20,69, 34]

Incorrect Focus [24, 68, 44, 10, 13, 62,

43.41.42.61.8.3.17.
Large aperture 49, 50,63, 51,47, 37

Optical imperfection 38, 67,20, 14, 54]

Weather

Blooming

Low resolution

Bayer Pattern

processing| Dynamic Range [18, 53]
Image Compression Not covered in this paper

Example taken from Xiaopeng Zhang [5]

Table 3.1: A tentative classification of recent approaches on image deblurmng.
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: show, MMDA enjoys a number: ofi advantages

IF NO SPACE FOR TABLE

Arguably, the closest existing method Is Tensorfaces, WJ’JJf“rJ

has been used for multimodalldecomposition, classificatio
dimension reduction, and synthesis |7, 11, 12]. J\/JJ\/JDA ﬁn
therefore be considered an alternative method. But as we will
ag

over Tensorfaces: it is easier to understand a ld mplement
because it is based on standard linear alge bra, rather than
multilinear a gebra; it is more efficient to compute, and better
for mode-invariant classification, dimension reduction, and

synthesis. We demonstrate these advantages

by proving MMDA’s theoretical properties, and by running

extensive experiments using face images.
e taken from Sim et al. [6]
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L PRINCIPLES OF GOOD VISUALS




O

IT CAN ANSWER.

Figure 1. This is a red pen.

v VISUAL DOES NOT ASK MORE QUESTIONS THAN o/

N
\

y

O



4

What causes the

Curve appears 0. sudden change
 clipped here. Why? here?

What questions does this figure ask?

Normalised Tracer

Time (hour)

Curve is convex initially, but
concave eventually. Explain. Curve appears

asymptotic. Why?

You need to answer these questions in the
caption, otherwise reader will feel frustrated.

Example taken from Lebrun [2]



VISUAL HAS ITS ELEMENTS ARRANGED TO MAKE ITS
PURPOSE IMMEDIATELY APPARENT.

Methods True-positive rate (%) False-positive rate (%) (

BN & BN 22.0 1.3
BN & MO 24.9 1.9
BN & MSV 39.2 0.2
PSY & BN 27.1 2.6
PSY & MO 27.0 2.7
PSY & MSV 66.9 0.3
COR & BN 23.0 1.9
COR & MO 25.8 2.5
38.1 0.2
21.8 1.2
24.8 | 1.9
35.9 0.2
-

Example taken from Lebrun [2]



Methods (1 step & 2 steps) True-positive rate (%) False-positive rate (%) (

BN 21.8 1.2 (

\\; E-ARRANGED, AND BOLDED O/

/ BN & BN 22.0 1.3
COR & BN 23.0 1.9
O PSY & BN 27.1 2.6

MO 24.8 1.9

BN & MO 249 1.9
COR & MO 25.8 2.5
PSY & MO 27.0 2.7

MSV 35.9 0.2

p COR & MSV 38.1 0.2
BN & MSV 39.2 0.2

PSY & MSV 66.9 0.3

Now, we can easily understand that

* Adding a 2" step to BN, MO results in minor improvement only
* One step MSV method is superior to one-step BN, MO methods
* PSV + MSV almost doubles true-positive rate

Example taken from Lebrun [2]



Comparison of one-step and
two-step methods

(true-positive rate in first column, false-positive rate in second column)

—
5
S
b
m
[+ 4

9. Visual gallery of honours: the clear diagram. %7 (modified). The com-
parison of one-step and two-step methods reveals three facts: (1) the improve-
ment resulting from the addition of a second step to the BN and MO methods is
minor; (2) the one-step MSV method (35.9% true-positive, 0.2% false-positive)
issuperior to the one-step BN and MO methods; and (3) adding the PSY method
as a second step to MSV provides close to a twofold increase in performance
(66.9% true-positive).

Example taken from Lebrun [2]

Example taken-from Lebrun [2]




\BJESIDES THE CAPTION, A VISUAL REQUIRES NO O/
EXTERNAL TEXT SUPPORT TO BE UNDERSTOOD.

Neutral Face Smile Apex

Wl vl > -] _
Smile

Dynamlt_:s

CJ
=
©
O
2
o
@

Figure 3.1: Smile dynamics is defined as the sum of a series of optical flow fields
Wthh are computed from the pairs of neighboring frames of a smile video.

Example taken from Ning Ye [7]




D®es the figure + caption explain the proposed method?

Backbone fig

Image x;

/f\(}radiem stop
L/

Weight matrix W
.

Virtual embedding

ferl(x;)

Virtual embedding generation

Similarities
W mr(xe))
—

Similarities
W(f'er(x;))

i staee2 |

[ = Train =—p Inference ]

Feature extractor

% Real Prototype # Virtual Prototype

Transformer Block

Diffusion model

Figure 2. Pipeline for the proposed method. Conventional FR training includes prototypes for only real individuals, indicated as Wgr. We
add k prototypes for virtual IDs, denoted as Wy . The virtual embedding frg (z;) corresponding to the virtual person ID: j is generated
to follow distribution of the real embeddings. To synthesize the facial image from virtual prototypes, we adopt the DiT architecture [40],
following the design approach of the Vision Transformer (ViT) [14]. Additionally, we adjust the DiT model to utilize 5-point landmark
images to handle pose variations.

Example taken from VIGFace: Virtual Identity Generation for Privacy-Free Face Recognition,

Kimet al. [13]




D®es the figure + caption explain the proposed method?

Data Processing Face-dependent Face-independent
(§4.2) Voice Feature Extractor Voice Feature Generator

(§4.3 Training Phase) E (§4.4 Training Phase)
m Processmgu

Online Corresponding Q- Processmg
Face Images Voice Recordings Qo

4
TralnEd i leialge{i E----------.----.
Attack Phase -

Face Processing Face-dependent Face—independent Output
(§4.2.1) Voice Feature Extractor Voice Feature Generator Synthesizer ||||||||||||||
(§4.3 Attack Phase) (§4.5) Synthetic

+

Face Image Hey, Google!

’ - ‘ Vi
&gl e ST SE Pl 5
: ' Text Input: ||||||I|||II X N E
1

Figure 4: Figure depicts Foice’s system design. Foice 18 divided into Training Phase and Attack Phase. During the Training
Phase, the attacker utilizes online public face images and corresponding ground truth voice recordings to train deep-learning
models in the Face-dependent Voice Feature Extractor (§4.3) and Face-independent Voice Feature Generator (§4.4). During the
Attack Phase, the attacker inputs the victim’s face image to Foice to synthesize N number of voice recordings of the text that the
attacker chooses (e.g., "Hey, Google!") in an attempt to bypass the victim’s voice authentication or voice assistant systems (e.g.,
Google Assistant). The attacker iterates through the N synthetic voice recordings until gaining access.

Example taken from Can | Hear Your Face? Pervasive Attack on Voice Authentication Systems
with aSingle Face Image, Jiang et al. [14]
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WRITING LISTS

Given that the adversary have complete access to the original face
Oatabase, he may conduct S types ofi attack:

1. It the task to be performed can be completed with reasonable

ccuracy by a computer algorithm, he can simply just do

the most direct attack possible.

2. If the t IS aitficult for a computer, the adversary may ru\‘

—_—

JJer ' se function of each distorted image and obtain the

orig JJ images

3. The 3rd type of attack is to be deployed if the distortion is not
reversible. By recruiting human solvers, he exhaustively matches

every distorted image with the original.

Inconsistent phrasing!

()
Example taken from Chua et al. [8]
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1. The black-box attack. This'is where the adversary uses an algorithm to

attack the face CAPTCHA, treating it like a black-box.

ges close to 're origmal,

The human solver attack. This is where the adversary recruits human

U9

- solvers to exhaust all images appearing the face CAPTCHA ahead of time.

1ing names.

()
Example taken from Chua et al. [8]



There are 3 types of such attacks:

COMPARISON (

K SING REPEATED STRUCTURE TO AID </

1 The black-box attack. This is where the adversary uses an algorithm to
O attack the face CAPTCHA, treating it like a black-box. |HEERCSCRIEED
when the CAPTCHA can be automatically solved without requifing any

knowledge of the kinds of distortions the original images undgrgo. Based
on the algorithms used, .... For instance, while face detection plgorithms

N\ may not be able to detect thzface, ...

|

Example taken from Chua et al. [8]



COMPARISON /
3

)

K SING REPEATED STRUCTURE TO AID </

. The distortion reversal attack. This is where the adversary attacks the face
CAPTCHA by using an algorithm to obtain, from the distorted images,
images close to the original. .. EIFEFRSEUIREIIRERMAYE | CHA task can

be easily performed by existing algorithms on the origimal images. For
.
instance, the task of ...

Example taken from Chua et al. [8]



Explanation

O 3. The human solver attack. This is where the adversary recruits human

COMPARISON (
{

)

K SING REPEATED STRUCTURE TO AID </

solvers to exhaust all images appearing the face CAPTCHA ahead of time.

M This attack requires tedious pre-processing and is usually usedk¥aEs

the above 2 attacks fail. ... For instance, Microsoft usek a cat/dog image ...

\\

Example taken from Chua et al. [8]



Q VOIDING SYNONYIVIS
L ynonyme

words that have ’rhe

Synonyms confuse your reader.
Avoid them; use the same words consistently




AVOIDING SYNONYIVIS

Multi-modal biometrics are showhn te perform better than uni-modal
biometrics by using (' -1+ (-4, U =S at different 1)~ (9). The most
COMMmON -« ++t5 o521 ras described in () are -

* Feature - - :combining the feature vectors of different modalities to

O

learn a single model of the user. For example, concatenate face, iris, voice

feature vectors to a single classifier.

different classifiers, wn—)r» 3! plcally

®
'ﬁw

(D

e - ® Score level -« IBININg the scores o

" ol iy . L 1
there Is at least on

lassifier for one modality. For € ,um,)J-J

(D
)

averag IJJ/W'—’JJI ted

averaging
against a threshold to decide.

O

of scores from the classifiers and matching

(12

Decision - combinir g the decisions of multiple classifiers, and using ?
techniques like majority voting. '

technigues = methods? layers = level?

e taken from Divya Sivasankaran [9]



PRONOUNS ARE OK, BUT ...

Pronouns (eg. this, it, their) are acceptable as synonyms.

O

—
=
(U
€]
(U
Q
{ad

v utomateni(€A)cell;;anatural canaidate to f

model the electricallactivity ofiaicell, is an ideal component
to use In the simulation eiyntercelluiar communications,
~ such as those occurring between cardiac cells, and to model
ab 1ormal asynchronous propagations, such 2 ‘ectopic beats,
initiated and prgpavated cell-to-cell, regardless of the
complexity of - :r patterns.

What does

refer to?

Example taken from Lebrun [2]



OMIT PRONOUNS 1O CLARIFY

The cellular autematon (CA) cell’-=anatural candidate to
model the electricaliactivityielrarcelli==isaniideal component

to use in the simulation effintercellular communications,

such as those occurring betweenicardiac cells, and to n odel

the cell-to-cell initiation and' propagation Jj abnormal
)

N gisonos events (such as ec;rop/c beats) with or without
cor. / ,f,J tter

Example taken from Lebrun [2]



REPEAT NOUNS 10 CLARIFY

L {0)
model the electricallactvity Girarcell IS aniideal c Jrﬂ,)JfJ'-‘J'
to use In the simulatienreirintercelltlar communications,
such as those occurring between cardiac cells, and Ur odel
abnormal asyncnronous events, sucnh as ectopic beats,
~ initiated and - - .- cell-to-cell, however com olex the
... pattern may be. "

The cellular autematon (CAjcell; arnatural candidat

(L

Example taken from Lebrun [2]



VIINIIVIIZE USAGE OF PASSIVE VOIC

The fingerprint and face data were capturea and
processed by Image pre-treatment.

(f The passive voice cannot answer this question.
@




PREFER THE ACTIVE VOICE

We pre-treat fingerprint and face data using the method

0q

In our previous paper (10).

r
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EXPERIMENTS




VI. EXPERIMENTS & DISCUSSION
How good is our face alteration? More precisely,
QI. When we alter a facial attribute, say, gender, is it
effective?

%EXPERIMENTAL GOALS, THEN FULFIL THEM

@) Q2. When we alter one facial attribute but retain others, are
the unchanged attributes perceived as such?

Q3. Does increasing the intensity of a parameter manifest in
a corresponding increase in the attribute?

Q4. When we alter identity, is it effective?

To answer these questions, we will use a Change Detector
(CD), i.e. a vision algorithm, to compare an original face
image with its altered image. This is in line with our
motivation to protect privacy while allowing visual analytics
(i.e. other computer vision algorithms) to function normally.
In all our experiments, we use a set of test images that are
different from our training set.

A. Evaluation metric

We build several CDs, one each for identity, gender, race
and age. Each CD accepts two inputs, an original face

Example taken fro Sim and Zhag [11]

Example taken from.Sim and Zhang [11]




B. Experiments on single attribute change K

To answer questions QI and Q2, we changed one facial
attribute while retaining the other two. We generated between

%EXPERIMENTAL GOALS, THEN FULFIL THEM O/

O

C. Experiments on multiple attribute change

We next examine the effect of changing two or more
facial attributes. Table II summarizes the /3 values. Again, the

D. Experiments on identity change

In fact, identity change can be easily observed in our
experimental results. To validate this, we asked 5 volunteers
to compare the identities in an original image and its altered

Example taken from Sim and Zhang [11]



Discussion

%EXPERIMENTAL GOALS, THEN FULFIL THEM O/

O . From all these experiments, we conclude that our method
is effective in altering the facial attributes of gender,
race, age, and identity, whether singly or in different

combinations. Question Q4 is answered in the affirmative

by Table III; while Q1, Q2 and Q3 are all answered in
the affirmative by Tables I and II.

. We could not compare with existing works because ours
is the first to selectively alter some facial attributes while
retaining other attributes. There is no prior work to
compare to.

Example taken from Sim and Zhang [11]



CONCLUSION



PURPOSE OF I'HE CONCLUSION

1. Itr

(L

states the contribution, with a particular emphasis

on what It allows others to do.

2. It proposes new research directions to prevent

ort or to encourage collaboration.

=t

duplication of ef

L



EXAIMIPLE

r

To the best off our knowledge, our template protection schem

(p
(L
‘ﬁ'l

of its kind. This ability to guarantee irreversibility, revocab]l]t\/, and
unlinkability for any Face Verifier, while maintaining good ver]f]ca‘tior]

performance, has not been reported in the literature. We achieve this by

rendering user specific virtual faces, which are carefully placed far apart
from one another in MMDA's identity subspace. While our exp erimental

- results on OpenBR and OpenFace are encouraging, it would be nice to

pI O\JJJ\/ guarantee that performance will not worsen U all Face
Verifier We intend to pursue this in future work. Ar sther area of

improvement i s to remove the capacity limit (see ' Section [11-C) in our
scheme, so that infinite y many revocat ons are permitted. Still another O
improvement is to guarantee irreversibility when both the token and |
virtual face are stolen.

e taken from Li et al. [10]



- INTRODUCTION

Kes two contributions:

Our template protection scheme ma
) it possesses the properties of ]rre\/erzjbili‘t\/

3000 Vveriftication

revocanility, unlinkability ana

performance, in the case of: non-pairwise expo ostre Of

token and virtual biometric data;

any Face Verifier, becal use it
‘ts the Verifier as a black box, requiring Only that
0 and some

e taken from Li et al. [10]



VWORK IN SOME EIVIOTIONS

We are p/eased to present the novel concept of Controllable Face

)

Privacy for the nuanced protection ofi face images. Applying rrJ,JlerJo

discriminating analysis on our face encoding scheme results in a 3' 1antic

basis with which we may decompose a face into its gender, race and age

attributes. In turn, this permits the synthesis of novel faces W]"' new,

NG ﬁsirﬁ,l attributes. IMloreover, privacy protection mecrunu s, such as k-

anor \rmry, L—Jwaury t-closeness, are e,ul\/ mror,ur"' d into our

method, eby providing ,)rovr ble guarantees on our altered faces. In

the near future we intend to g urrun volur teers to assess the quality
of our altered images. | "

e taken from Sim and Zhang [11]



C.F. INTRODUCTION

Our contribution: This paper pioneers the notion of JrlrrolUJle ace

Privacy for the protection of privacy inface images. The key idea is

Q

selectively alter some facial Attributes while retaining others. To t

(‘\\

end we employ a subspace decomposition technigue to decouple the

\

parameters that control different fa ial attributes. In each s Jbsp

we may then independently vary the said parameters and the

- syn thesize faces with new attributes. This not only permits _se privacy
pro tection of facial identity (which'is the sole concern of ¢ | existing

g ell. Furthermore, we show
that we can easily incorporate the mec 'runbrrb of -anonymity, L-
diversity, and t-c 0seness [IjJ (p]Jf J by the data mining research
community) to prowde provable privacy guarantees on the altered
faces. We run extensive experiments — we tested our altered images
on Face++, a commercial face analysis software that can classify

 e—

Work but also of gender, race and age as w

Q)
ﬂ,

gender, age and race — to show that our alteration is indeed
effective.

e taken from Sim and Zhang [11]



STORY, IF POSSIBLE (

K RING IN THE HUMAN INTEREST o/

L. Introduction

O

In 1984, based on the testimony of five eyewitnesses,
Kirk Bloodsworth was convicted of the rape and murder
of a nine-year-old girl and sentenced to the gas chamber.
After Bloodsworth served nine years in prison, DNA
\ testing proved him to be innocent [!]. Such devastating
mistakes by eyewitnesses are not rare, and more than 75%
of the convictions overturned through DNA testing since

g

the 1990s were based on eyewitness testimony [”].

The eyewitness testimony for forensic applications has
had a long history, with roots that go back to the beginning

Example taken from Nejati and Sim [12]



RING IN THE HUMAN INTEREST
\O STORY, IF POSSIBLE

V.Summary and Conclusion

O More than 30 years of psychological studies show that
forensic sketches are highly unreliable due to problems
such as verbal overshadowing in the very first steps of
eyewitness testimony methods (ETMs) [ /], and piecewise

The main motivation for this work was to create the
missing link between psychological findings, automatic
face sketch recognition, and real world applications, and
therefore reduce the chance of wrongful convictions of

innocents, such as the Kirk Bloodsworth. We hope that
this work serves as a first step for better methods benefiting
both computer vision and forensic sciences.

Example taken from Nejati and Sim [12]
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Al as an author

Disclosure of Al use

Use of Al for writing/revision

Responsibility for Al-
generated content

Disallowed; only humans may
be authors. ( ,

)

Required in acknowledgments;
specify tool and extent of use.
Editing/grammar tools are
exempt or optional. (

7

Allowed for writing, idea
development, text revision—
with disclosure and full author
responsibility. (

Authors remain fully
responsible for correctness,
originality, and ethical
integrity. (

)

Disallowed; generative Al
cannot be listed as an author.

(ACM)

Required for generative uses
(e.g. text, code, tables);
disclose in acknowledgments
or prominently. Minor edits
(like Grammarly) don't need
disclosure. ( )

Permitted, provided final work

reflects authors’ original
contribution and they accept
full responsibility. ( )

Authors must ensure veracity
and correct attribution—even
for computer-generated
material. ( )

Disallowed; LLMs cannot
satisfy authorship
accountability. (

’

Authors should document Al
use in Acknowledgements,
Introduction, or Preface.
Minor copy-editing assistance
need not be declared.

( )

Allowed for drafting
assistance, idea, or structural
help—but requires
transparency. No explicit ban
on content creation; just no Al
authorship. ( ,

)

Authors must ensure accuracy,
avoid plagiarism, and remain
ethically accountable for any
Al-generated content.

( ’
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O Second, we employ a contextual multi-armed bandit to balance exploration and exploitation, filtering out suboptimal
strategies during LLM inference time. As shown in Table 6, the dynamic bandit variant achieves 89% accuracy on task
Game-of-24, significantly surpassing fixed strategy sets (65%-72%). This highlights the dynamic bandit’s ability to priori-
tize effective strategies while discarding less useful ones.

Third, the reward function described in 4.3 provides immediate feedback on strategy performance, enabling rapid de-
prioritization of confusing or unproductive strategies. Figure 3 shows a consistent increase in cumulative rewards over
iterations, indicating that the system maintains coherent reasoning as it incorporates new strategies.

Together, these mechanisms enable the dynamic contextual bandit to maintain stability without compromising adapt-
ability. The observed performance gains on both the Game-of-24 and TheoremQA datasets (Table &) show that the ben-
efits of dynamic strategy generation substantially outweigh potential instability concerns in practice el (e]:{=. 14"
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Algorithm 1 Meta-Reasoner: Meta-Reasoning with Contextual Multi-Armed Bandits.!
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